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« Earth System Grid (ESG)

Earth System Grid

* To support the infrastructural needs of the national and international climate
community, ESG is providing crucial technology to securely access, monitor,
catalog, transport, and distribute data in today’s grid computing environment.

« ANL, LANL, LBNL, LLNL, NCAR, ORNL, PMEL, USC/ISI

- ESG’s mission is to provide climate
researchers worldwide with access to

* Data,

* Information,

 Models,

* Analysis tools, and

« Computational resources

required to make sense of enormous

climate simulation datasets.

* Project history
 ESG-I (1999-2001)
«  ESG-Il (2001-2006)
- ESG-CET (2006-present)

* Production since 2004

A. Sim, CRD, LBNL
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:% ESG current statistics A=

« NCAR CCSM ESG portal

« 237 TB of data at four locations (NCAR, LBNL, ORNL, LANL) : 965,551
files
* Includes the past 7 years of joint DOE/NSF climate modeling experiments

- LLNL CMIP-3 (IPCC AR4) ESG portal

« 35 TB of data at one location
« 83,337 files, model data from 13 countries

* Generated by a modeling campaign coordinated by the Intergovernmental
Panel on Climate Change (IPCC)

* Over 545 scientific peer-review publications

« Serving data to the community
« Coupled Model Intercomparison Project, Phase 3 (CMIP-3)
« Community Climate System Model (CCSM)
« Parallel Climate Model (PCM)
* Parallel Ocean Program (POP)
 The North American Regional Climate Change Assessment Program (NARCCAP)
* Cloud Feedback Model Intercomparison Project (CFMIP)
« Carbon-Land Model Intercomparison Project (C-LAMP)

Courtesy: Gary Strand - NCAR
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« Geographic distribution of the users that downloaded data
from ESG web portals
* Over 2,700 sites
* 120 countries
* 16,000 users
« Over 1 PB downloaded

Earth System Grid

ESG current download statistics

Earth System Grid download volume (GB)
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ESG Enabling Technologies

Climate change research is not only a scientific challenge of the
first order — it is also a major technological challenge

Data Providers
Data o
Discovery > =
2o
Metadata Data o8
Collection Integration e 3
S o
Data B2
Products &
Data Centers Data
(Archival &
Stewardship) Security
Decentralized Process Centralized Access User Community
Technologies (he globusaltia hmats Dsa s Ton
O oranar oo 5, WESEE .
X o
Live Access Server
Ferret ﬂle(q=- NCL NCAR Command Language

NOAA PMEL
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The ESG Gateway is a site which supports portal services.
End users interact with a portal to search and download data and data products.

Tier 1: Global Services
Tier 2: Gateway

Data Provider Data User

Search s:;::,d Monitoring
Metadata Attributes Services

OAlI LAS
YOSy Harvester BeStMan Product Server User Registration
User & Group Management
Authentication
Authorization
Gateway Web Application Data Browsing
Data Download Ul
User Interfaces Web Services RDF Harvester OpenlD Provider Data Annotation & Tagging
Data Search
Modal Metad: Tr. S

Data Transfer & Monitoring Ul

Seat Meta Data Products Ul (viz, subsetting...

Full Metadata rChRDF data i u (viz, sul g...)
RDBMS S|
(Postgres) T{'s'::asn‘;;‘ Data

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 7
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Gateways and Data Nodes in ESG  #== '

+ Gateway Nodes: where data is discovered and + Data Nodes: where data is actually stored or archived

requested o «  Data Node functionality includes
*  Gateway Node functionality includes - data publish (making it visible to an ESG Gateway)
* portals, registration and user management - data reduction/analysis support
* search capability, distributed metadata - possible minimalist deployment without services
* may be customized to an institution’s -« delivery services to ESG end users

requirements, topical focus

Data Nodes
F R Compute Nodes 2 _Data Nodes
IIF Japan Gateway Australia Gateway

1‘? Data Node
Ry

[Camno g

_ LLNL Gateway
NCAR Gateway
Compute Nodes l
ORNL Gateway
P -
LBNL Gateway
- L%_‘ Canada Gateway ‘-‘
> © [
Analysis Tool
UK Gatewa Germany Gateway
bivd .
(ot Houed
. i Data Nodes| m
A site can be both a Gateway and a Data Node | Data Nodes [ Data Nodes| User
* Independent Gateways federating metadata, users

* Any user can discover any data from any Gateway
« Each data node publishes to one or more Gateways
« Specific data collections are managed through specific Gateways

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 8
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E_N ESG Use Case Earth System Grid

Stakeholders & Collaborators
Main Steps to Accessing Distributed Data
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/“\l ) The Growing Importance of
Climate Simulation Data

* Broad investments in climate
change research
» Development of climate models
« Climate change simulation
 Model intercomparisons
* Observational programs

« Climate change research is
increasingly data-intensive

- Analysis and intercomparison
of simulation and observations
from many sources

- Data used by model developers,
impacts analysts, pOIicymakerS 20 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

Sea surface temperature (deg C)

Sea ice concentration (%)

Results from the Parallel Climate Model (PCM) depicting wind
vectors, surface pressure, sea surface temperature, and sea ice

concentration. Prepared from data published in the ESG using
the FERRET analysis tool by Gary Strand, NCAR.

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 10
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Early 1990’s (e.g., AMIP1, PMIP, CMIP1)

* modest collection of monthly mean 2D files: ~1 GB
Late 1990’s (e.g., AMIP2)

* large collection of monthly mean and 6-hourly 2D and 3D fields: ~500 GB
* In 2000’s (e.g., IPCC/CMIP3)

- fairly comprehensive output from both ocean and atmospheric components;
monthly, daily, and 3 hourly: ~35 TB

* In 2011:

 The IPCC 5th Assessment Report (AR5) in 2011: expected 5 to 15 PB

 The Climate Science Computational End Station (CCES) project at ORNL.: expected
around 3 PB

 The North American Regional Climate Change Assessment Program (NARCCAP):
expected around 1 PB

 The Cloud Feedback Model Intercomparison Project (CFMIP) archives: expected to
be .3 PB

« CMIPS is being defined now, available info neither complete nor final

* Current estimates... 1.2 to 2 PB of “replica core” results (35 TB for CMIP3)
* In CMIP5, “replica core” is expected to be 20% t0 30% of total volume of data produced
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- Data search, accessibility, versioning, metrics, ...

* Replication of core dataset

» Disaster protection, support IPCC WG2 & WG3

* Replication - A node can choose to replicate a collection of the datasets published by a
different node. This includes replicas of aggregated datasets.

+ Bulk Data Movement - The transfer of large collections between sites reliably and with
good performance and with a high-level of easy-of-use.

 Bulk Data Movement Requirements

« Transfer in “pull mode” for security reasons
Scalability: Large in volume and number of files
* Move terabytes to petabytes (many thousands of files)
 Efficient handling on extreme variance in file sizes
Reliability and Robustness
+ Asynchronous long-lasting operation
* Recovery from transient failures and automatic restart
» Space verification at target storage
» Support for checksum verification
On-demand transfer request status
« Estimation of request completion time
« Statistics collection
Multiple transfer protocol support
* Use GridFTP and other transfer protocols if necessary
+ Take advantage of network provisioning
A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 12
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Architecture of Bulk Data Mover =& "

Initialization Execution Recovery
: _Request for _
Verify Multi-file failed files :
storage request
at Target coordinator

Checksum
comparison

Generate
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request
1 Dynamic File Recovery
| Transfer Transfer and Dynamic
- J Tunlng Clients restart request
Initial progress
request estimation
estimation
Transfer monitoring Statistics
and performance analysis collection
and report

Rephcate
directory
structure

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 13
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:% Initialization phase in BDM &

* Plans and prepares file replications from the data source
to the target storage

« Verification of target storage
« Getting the total size of the request from the source site
« Checking sufficient target storage allocation

Generating a request plan
« Initial level of concurrency, number of parallel streams, and buffer size
- Based on the historical statistics from the previous requests, if available
 Otherwise, conservative default values could be used

 These values could be adjusted based on the performance, as the request
progresses.

Initial request estimation based on the request plan

Generates at the target site a mirror image of the directory
structure at the source.

Generates an execution plan
* includes pair-wise source-to-target URLs for all the files to be replicated.

* This is used by the execution phase.

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 14
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* Transfers the requested files, while monitoring and
analyzing transfer performance

« Multi-file request coordinator
» uses the information from the execution plan
 instantiates multiple instances of the file transfer client
* File transfer client
» supports any transfer protocols or services preferred by the community
» supported transfer protocols could be GridFTP, HTTPS, SCP, SFTP, etc.

 Recovery and restart module
« continuously monitors the health of the system and the files being transferred
* If a transient error occurs, reschedules the transfer or continues the transfers
from the point of interruption
* Monitoring and analysis module
« monitors and collects dynamic transfer performance

- if discrepancies from the estimated performance are noticed, it adjusts the
number of concurrency and parallel streams

Execution Phase in BDM

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 15
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Recovery Phase in BDM LT

- Dynamic interaction with execution components

» validates the completed transfer request

» collects statistics from the execution of the replication request
« dynamic progress estimation on-demand

- file validation by checksum comparison

* re-submitting file transfers whose checksums indicated data
corruption

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 16
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Transfer Performance in BDM L=

* High performance using a variety of techniques

« Multi-threaded concurrent transfer connection management

* Transfer queue management

« Single control channel management for multiple data transfers
* Load balancing on multiple transfer servers

* GridFTP library supports data channel caching and pipelining

* Transfer queue and concurrency management
« Contribute to more transfer throughput, including both network
and storage

 When a dataset contains many small files, concurrent transfers
with overlapping storage 1/0 with the network I/O helps improve
the transfer performance

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 17
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e Transfer Queue and Concurrency
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NetLogger Monitoring Overview &= -

* Goals
* End-to-end distributed performance analysis and troubleshooting

* Focus areas

 Wide-area data transfers
* Distributed workflows
« Service-oriented computing

« Complementary technologies

« syslog-ng log collection software
* R statistical data analysis environment

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 20
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;m NetLogger components LT

Application
instrumentation

| | |

Data reduction and normalization framework

Host/storage

Network monitoring monitoring

2

Flat, precision-timestamped semi-structured (key/value)
representation of individual “events”

/\

Structured/semi-structured data Graphical, statistical, and automated
archives analysis tools

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 21
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Replication Use Case L e

Data Nodes

Japan Gateway
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Data Node
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Data Node|| |, Gateway || Germany Gateway
$ Browse
T s
Replicate
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Available
BeStMan
',;.%Z‘{, zalancing Y Distributed File System
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Results of Managed Transfers &&= ..

overlap

The number of concurrent
transfers on the left
column shows consistent
100 over time in well-managed
M600 2000 250 30 0500 oo 1s00 2000 transfers shown at the

tme time bottom row, compared to
1000 the 11l or non-managed
data connections shown at
the top row. It leads to the
higher overall throughput
performance on the lower-
right column.

Cumulative throughput (Mbits/s)

overlap
J—

Cumulative throughput (Mbits/s)

time . i
time * Plots generated from NetLogger

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010 23
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* Enable new capabilities for analysis
of data and visual exploration

* Visualization of uncertainty and ensemble
data

« Help scientists understand long-term
climate impact
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BERKELEY LAB

- Bulk Data Mover
* http://[sdm.Ibl.gov/bdm/

* NetLogger Monitoring
« http://dsd.lbl.gov/INetLoggerWiki/

- Earth System Grid

* http://lwww.earthsystemgrid.org
* http:/lesg-pcmdi.linl.gov/

Information

* Support emails

+ esg-support@earthsystemgrid.org
« srm@Ilbl.gov

A. Sim, CRD, LBNL ISGC 2010, Mar. 11, 2010
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